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Abstract. A common approach in software verification is to encode
a program as a set of Constrained Horn Clauses (CHCs), which are
then processed and solved automatically by a CHC solver. To streamline
this verification approach for the case of programs operating on muta-
ble linked data-structures, we have in earlier work proposed a theory of
heaps, defined within the SMT-LIB framework, which enables us to rep-
resent programs as CHCs with minimal loss of structural information. By
preserving high-level program information in the encoding, the theory of
heaps enables CHC solvers to apply various internal techniques for han-
dling program heap; among others, to encode the heap further using the
theory of arrays, to apply shape analysis, or to translate to a heap-less
program with the help of invariants. This paper explores the third op-
tion, developing transformation rules that rewrite a set of CHCs into an
equisatisfiable set of CHCs with additional predicates representing heap
invariants. The proposed method generalises the notion of space invari-
ants, which were previously introduced for verifying Java programs, by
lifting the entire transformation process to the CHC level. The paper de-
fines the transformation rules, provides detailed correctness proofs, and
discusses the strengths and limitations of the approach. We also outline
possible extensions of the method.

1 Introduction

In the context of automatic program verification, one of the key challenges is the
automatic discovery of program invariants. Constrained Horn Clauses (CHCs)
serve as an intermediate verification language, where program invariants do not
need to be explicitly specified. Instead, CHC solvers such as ELDARICA [I9],
GOLEM [§] and Z3-SPACER [25] can attempt to infer these invariants auto-
matically. Many verification frameworks represent programs as CHCs for this
purpose, with front-ends across languages such as C [I2/I8[15], Java [24] and
Rust [28]. Beyond program verification, CHCs are employed in a variety of ap-
plications, ranging from the verification of smart contracts [BII1] to synthesis
of specifications [34] and programs [16]. The CHC language facilitates a sepa-
ration of concerns, where verification system designers can focus on high-level
strategies for encoding their problems into CHCs, while CHC solver developers
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can focus on designing and optimising decision procedures. High-level theories —
such as algebraic data-types (ADTSs), bit-vectors, and the theory of arrays [29] —
which CHC solvers natively support, enable this separation of concerns. These
theories provide sorts, functions, and predicates to easily represent and operate
over program types.

A key challenge in software verification is the handling of programs operat-
ing on the heap, i.e., programs that represent data using mutable linked data-
structures [9]. In the context of CHCs, to handle the program heap, verification
tools typically pick a specific heap encoding that is applied prior to translating
the program to CHCs; this encoding could represent the program heap, for in-
stance, using the theory of arrays [29], using invariants [23], or using prophecy
variables [28]. However, this early elimination of the program heap in the verifica-
tion process runs counter to the separation of concerns that motivates the use of
CHCs in the first place, and has significant disadvantages: it leads to highly com-
plex analysis methods (e.g., alias and shape analysis) being implemented again
and again in different verification tools, while limiting CHC solvers to solving
the low-level CHCs that are obtained after eliminating the heap. To address this
issue, in previous work we have presented an SMT-LIB theory of heaps [14] that
enables the translation of programs to CHCs while keeping the relevant heap
operations intact. The theory of heaps makes it possible to preserve high-level
heap-related information in the encoding itself, and thus enables CHC solvers to
use more high-level decision procedures and transformations for handling heap
at the CHC level. In this paper we present one such transformation.

Our approach is based on the concept of space invariants [23], first defined
in the context of the CHC-based verification tool JAYHORN [24]. The approach
is a program transformation that abstracts heap interactions with assert and
assume statements over symbolic invariants that summarise the possible states
of objects on the heap. The transformed program does not contain any heap
interactions, therefore leads to a CHC representation that is free of explicit heap
operations. This program transformation is sound (i.e., the transformed program
is safe only if the original program is safe — “safe” meaning the program does
not violate a functional or memory-safety property), but it is incomplete (i.e.,
the transformed program can be unsafe even if the original program is safe).

Our method, which we call heap invariants, generalises the concept of space
invariants by lifting it from Java programs to CHCs, where the heap is repre-
sented using the theory of heaps. This generalisation makes the approach inde-
pendent of the programming language and implementable at the level of CHC
solvers. Moreover, in contrast to the space invariant transformation, our trans-
formation is complete. Finally, the space invariants approach in [23] is sound
only when there are no uninitialised memory accesses. Our approach does not
rely on this assumption.

The space invariant method has already been evaluated experimentally using
the implementation in JAYHORN; including various refinements of the method. In
this paper, we therefore focus on the more theoretical question of how the space
invariant encoding can be lifted to the level of CHCs, and how the transformation
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typedef struct Node {

1

2 int data;

3 struct Nodex next;

4]} Node;

5

6| void main () {

7 Nodex a = NULL;

8 while (nondetInt()) {

9 Nodex t = new Node (3, a); a*)@—)@%'"*)@%NULL
10 assert (I(t, Node (3, a)));
11 a = t;

12

13 while (a) {

14 Node n = xa;

15 assume (I(a, n));

16 assert (n.data == 3);

17 a = n.next;

18 }

19}

Fig. 1: Left: A C-like program that allocates and iterates over a linked list. The
lines 10 and 15 are added by our transformation at the program level using
the heap invariant “I”. Note that the program-level transformation is shown
here for clarity, but our actual transformation operates at the level of CHCs as
shown in Figure[2] Our transformation also introduces additional memory-safety
constraints, making it applicable even in programs with uninitialised memory
accesses. Right: A depiction of the list at the exit of the first loop.

can be shown correct. We provide formal proofs of correctness for both the
soundness and completeness of our transformation.

Contributions This paper contributes (i) a sound and complete generalisation of
the space invariants transformation at the level of CHCs. This transformation fa-
cilitates the inference of universally quantified heap invariants, without assuming
the absence of uninitialised memory accesses; and (ii) proofs of correctness.

2 DMotivating example

We first illustrate the concept of heap invariants at the level of programs. The
C-like program in Figure [1] allocates a linked list in a loop (line 8), writing the
value “3” to each node. The list is then traversed in a second loop (line 13), and
the property that each node contains the value “3” is asserted at line 16. We
ignore the assume and assert statements at lines 10 and 15 for now. Verifying
this program may seem like a simple verification task, but automatic verifica-
tion turns out to be surprisingly challenging. The size of the list is unbounded,
requiring the verification system to infer a quantified invariant that summarises
the list’s contents. CPACHECKER [5l4], a state-of-the-art C program verifier,
cannot verify this example. Similarly, CHC-based verifiers SEAHORN [I8] and
TRICERA [I5] also fail to verify it. PREDATORHP [20031], a tool based on shape
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analysis, can verify the example, but fails when the values written to the list are
not constant or cannot be abstractly described using an interval domain.

The verification task can be simplified by summarising the contents of the
heap through a heap invariant, introduced by the assume and assert statements
at lines 10 and 15. Assume that an oracle (such as a CHC-solver) provided the
invariant I(a,n) = (data(n) = 3), capturing the information that the data field
of all Nodes ever put on the heap has the value “3”. At every update site, we
validate this invariant by asserting it, as done at line 10 in Figure [} At each
read site, in this case at line 15, we can assume the same invariant. Given the
invariant I, verifying the program turns into an easy task that can be carried
out automatically by various software model checkers, as the assertion at line 16
is the same as the I provided by our oracle. Without I, the invariant of the
loop at line 8 needs to reason about the heap, which is a more complicated
universally quantified invariant over all addresses on the heap that is challenging
to automatically infer.

The transformation we applied is sound and complete in general. We for-
mally prove this at the CHC level in Section@ (Theorem for completeness and
Theorem [2| for soundness) and provide the intuition here.

For soundness, we have to prove that, regardless of the chosen I, if the trans-
formed program P’ is safe, then also the original program P is safe. Conversely,
assume P is unsafe, i.e., the assertion at line 16 fails due to a node with a data
value d other than “3”. It must then be the case that also P’ is unsafe, since
the d must have been written to the heap by some heap update operation. Then
either d satisfies I, in which case the assertion in line 16 can also fail in P’, or
otherwise the underlined assertion in line 10 in P’ can fail.

We obtain the completeness of the transformation by showing that if P is
safe, then there is some I such that P’ is also safe. For this, we can simply set
I to T, the weakest possible invariant. Then the underlined assert and assume
statements over I have no effect, making P’ equivalent to P, and thus P’ cannot
be unsafe when P is safe.

2.1 Representing the program in CHCs

A Constrained Horn Clause (CHC) is a disjunction of atoms and a constraint
over background theories (such as arithmetic, arrays, or heaps), in which each
atom typically represents a set of program states. CHCs provide a flexible way
to encode the control-flow of programs. A more detailed presentation of CHCs
is in Section

Figure [2] shows a set of CHCs, where the parts without underlines encode
the program in Figure[l| (the underlined parts are added by our transformation).
We provide a brief overview of the translating of programs into CHCs, and refer
o [7J6], and for CHCs using the theory of heaps to [I5/14], for more details.

In Figure [2, the predicates r1 and 75 are the loop invariants. The predicate
I, added by our transformation, is the heap invariant.

The theory of heaps provides several sorts and operations. The term h : Heap
represents the global program heap, and a : Address represents the pointer vari-
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r1(h,a) < h = emptyHeap A a = nullAddress (1)
ri(h',a") + ri(h,a) An = Node(3,a) A (h',a’) = allocate(h,n) (2)
I(a',n) + ri(h,a) An = Node(3,a) A (h',a’) = allocate(h, n) (3)
ro(h,a) < r1(h,a) (4)

ra(h,a’) = ra(h,a) An = read(h,a) A a # nullAddress A
a’ = next(n) A valid(h,a) A I(a,n) (5)

ra(h,a’) «+ r2(h,a) An = read(h,a) A a # nullAddress A
a’ = next(n) An = defObj A —valid(h, a) (6)

1+ ra(h,a) An =read(h,a) A a # nullAddress A
data(n) # 3 A valid(h,a) A I(a,n) (7

1 + 7r2(h,a) An =read(h,a) A a # nullAddress A
data(n) # 3 An = defObj A —wvalid(h, a) (8)

Fig.2: The CHC representation of the program given in Figure [1|is shown with-
out underlines. The underlined parts are added by our transformation.

able a from the program. read reads from an Address, and write updates an
Address. allocate allocates a new object on the heap and returns its Address.
emptyHeap returns a Heap with no allocated addresses, and nullAddress returns
an always-unallocated Address. valid checks whether an Address is allocated.
Lastly defObj is the default object returned on invalid reads, defined when
declaring the heap theory. A list of heap operations is given in Table

We use mathematical integers for the C int type, and the Address sort
from the theory of heaps for pointers. The C struct can be encoded using
algebraic data-types (ADTs). For the Node struct, we define the ADT sort
SNode. Instances of SNode can be constructed using its constructor Node :
Integer x Address — SNode, with field access via selector functions data :
SNode — Integer and next : SNode — Address.

In Figure 2| CHC represents program entry, where the heap is empty,
and « is the null address. CHC encodes the body of the first loop, allocating
a new SNode at each iteration. The transformation adds CHC , asserting the
predicate I using the the node that was just allocated.

The next CHC from 71 to ro encodes the exit of the first loop. The
encoding does not constrain when to exit the first loop, which corresponds to
the nondeterministic choice in the guard of the first loop of the program. The
remaining CHCs encode the body of the second loop, which iterates as long as
a # nullAddress.

A heap read can be either valid or invalid: for valid reads, we can assume
the heap invariant I holds; for invalid reads the object returned is some error
value (defObj) predefined for our program, following the semantics of read. The
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additional constraints that use the valid predicate ensure that the transformation
remains sound even in the presence of invalid heap accesses.

The CHCs and handle valid reads, and the CHCs @ and handle
invalid reads. The CHCs and (@ capture the continuation of the loop, which
advances to the next field of the read node in each iteration. Finally, the CHCs
and (8)) assert that the data field of the read node must have the value 3.

Given a set of CHCs, a CHC solver such as ELDARICA attempts to find
interpretations for the uninterpreted predicates (here 71,79 and I), such that
all clauses are satisfiable. If so, the program is considered safe. If any clause is
unsatisfiable (i.e., an assertion is violated), the program is unsafe.

The original encoding (without underlines) cannot be verified by ELDARICA
(currently the only solver supporting the theory of heaps), but the transformed
encoding is quickly verified, with I interpreted as data(n) = 3.

3 Related Work

First proposed in the context of the CHC-based Java verification tool JAY-
HORN [24], the space invariants approach [23] is inspired by refinement types
and liguid types [33]. The space invariants approach first applies a program
transformation to minimise the number of heap reads and writes by merging
them into pull and push operations, where possible. In the second step, push
and pull operations are abstracted by introducing symbolic space invariants: a
push asserts the space invariant, and a pull assumes it. The resulting program is
free of heap interactions. Unlike our transformation, the original space invariants
approach is incomplete, but the authors propose several refinements to improve
completeness. Moreover, the space invariants approach requires that there are no
uninitialised memory accesses for the transformation to be sound. Our approach
is sound even in the presence of uninitialised memory accesses.

Recently, software model checkers have started to support programs that
include uninterpreted predicates [15J38], which make it possible to encode various
different proof rules at the level of programs. This functionality can be used to
describe space invariants [38]. Our transformation has similarities to such an
encoding, but is applied at the level of CHCs.

A Dbasic decision procedure for the theory of heaps is proposed in earlier
work [I3]. Although it is both sound and complete, it often fails to infer quantified
heap invariants that our transformation facilitates, and fails to solve the example
shown in Section [2| Still, our transformation preserves the heap in the CHCs,
and remains complete by relying on decision procedures such as the one in [I3].

There is a wide range of analysis methods tailored to the verification of
heap-manipulating programs: those include shape analysis [35S2ITITOIS7I22I17],
tree automata [21I2], and type-based techniques [26/30027]. Our method differs
from such tailor-made approaches by relying on a CHC solver as the analysis
back-ends, and is as such relatively easy to implement. Our approach is also
easy to combine with other kinds of static analysis, in particular methods for
value analysis available in CHC solvers. As our transformation preserves the
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original heap constraints, our work could be used in combination with many of
the mentioned techniques to further enhance heap reasoning.

4 Preliminaries

4.1 First-order logic

Syntazx of a many-sorted first-order logic. A many-sorted signature in first-order
logic is denoted by X' = (F, P, S,d), where F' is a set of function symbols, P
is a set of predicate symbols, S is a set of sorts, and § is a sort mapping. The
mapping § maps each n-ary function to an (n + 1)-tuple of sorts from S, and
each predicate symbol to an n-tuple of sorts. Additionally, we assume a countably
infinite set of sorted variables, X', with ¢ also used to specify the sort of each
variable. A variable z with sort s is denoted by z : s, where s = 0(x).

A term is a variable or a function symbol applied to its arguments. An atom is
a predicate symbol applied to its arguments. A [iteral is an atom or its negation.
A clause is a disjunction of literals. Formulas are built from atoms via the usual
logical connectives: negation, conjunction, disjunction, implication, as well as
existential and universal quantification over sorted variables.

Semantics. A X-structure is a pair M = (D,Z), where D is a sort-indexed
family of sets {Dy | s € S}, and T is an interpretation function that maps each
sort s € S to Ds, each function symbol f € F with 6(f) = (s1,82,---,Sn+1)
to a set-theoretic function Z(f): Z(s1) X Z(s2) X -+ X Z(sp) — Z(Sp+1), and
each predicate symbol p € P with d(p) = (s1,82,...,S,) to a relation Z(p) C
Z(s1) X Z(s2) X -+ X Z(sp). A variable assignment [ for M maps each variable
x € X to an element S(x) € Z(d(x)).

A theory T is a pair (X7, M) of a many-sorted signature Y7 and a class
of Xp-structures Mr. In this paper we assume that the signature contains (at
least) the theory of heaps [14], whose operations are interpreted according to
their standard semantics (cf. Table [1)).

A formula ¢ over some signature X is T-satisfiable if there exists a Xop-
structure My = (Dp,Zr) that can be extended to a X-structure M = (D,7)
(such that Dy C D, and 7 restricted to X7 coincides with Zr) and a variable
assignment [ for M, satisfying the formula. We write Xy C X to indicate that X
is an extension of X7. The symbols in X'\ X1 are called uninterpreted, and Z\ Zr
is called a solution for the uninterpreted symbols.

4.2 Constrained Horn clauses (CHCs)

A Constrained Horn Clause (CHC) in first-order logic is a sentence

VZ. (H + (cA /n\ B;))

=0



8 Zafer Esen, Philipp Riimmer, and Tjark Weber

where H is either an atom or 1, B; (for i =1,...,n) is an atom, Bo = T and ¢
is a constraint over some theories (e.g., the theories of arrays, heaps, etc.). The
antecedent of a CHC is called the body, and the consequent is called the head.

CHC:s are typically written using a left arrow for the implication (as above)
and by leaving universal quantifiers implicit, which we follow in this paper.

We define R as the set of all non-theory (i.e., uninterpreted) relation symbols,
and define Rels(C) as the operator that returns all relation symbols in a set of
CHCs C that are elements of R. When encoding programs with CHCs, these
relation symbols can represent sets of program states.

Given a set of CHCs C, a CHC-solver attempts to compute a solution to
Rels(C) such that C is satisfiable. When the CHCs encode the correctness of a
program, a solution implies the program is safe, and corresponds to the program
invariants. If the CHCs are unsatisfiable, the solver returns a counterexample
that corresponds to a program trace from program entry to the violated property.

4.3 Semantics of CHCs

The function valyz, g, assigns truth values to logical formulas based on the in-
terpretations of symbols and variables. In addition to the structure My interpret-
ing the theory symbols, and the variable assignment 3, valas, 5,, has as index
a relation symbol interpretation o, mapping every relation symbol r € R with
o(r) = (s1,82,...,8,) to arelation o(r) C Z(s1) X Z(s2) X -+ X Z(sy). A model
(or a solution) for a CHC C is an interpretation o such that valys, g.o(C) =T
for all C' € C. For simplicity we only consider theories in which M7 is a singleton
and omit it in the equations. We use the notation o =5 C if o is a model of C.
A set of CHCs is satisfiable if it has a model, and unsatisfiable otherwise.

Computing the least model of a set of CHCs The least model o, of a
satisfiable set of CHCs C can be derived by computing a sequence of interpreta-
tions, until a fixed-point is reached. The sequence before reaching the fixed-point
represents an under-approximation of the least model. In the context of program
verification, the least model corresponds to the collecting semantics of a program.

The fixed-point computation starts with ¢® = {r — 0 | r € R}. Given
some interpretation o™, the next interpretation 0"+ = Tr(0™) is computed by
applying the immediate consequence operator Tt:

(H<cANey NBiAN...ANB,) €C,
Te(o)(r) = § valg (%) | H=r(Z), S is a variable mapping s.t. (9)
valgo(cNenb ABiyA...ANBy) =T

The immediate consequence operator T¢ is monotonic, i.e., if o1 C o9, then
Tc(o1) € Te(oz), and the domain of T is a complete lattice (i.e., R x P(D*)),
which together imply that a least fixed-point exists by Tarski’s fixed-point the-
orem [36]. This fixed-point computation does not necessarily reach a fixed-point
after finitely many steps, as is the case in the example below. In general, the

least model is | J,,cy 77(0), the limit of the sequence 6,0, .. ..
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Table 1: Theory of heaps operations and their interpretations as defined in [I3].
The sorts are interpreted as Z(Heap) = Z(Object)* and Z(Address) = N.

Operation Signature Interpretation
nullAddress () — Address 0
emptyHeap () — Heap €
allocate Heap x Object — Heap x Address — (h 4 [o], |h| + 1)
valid Heap x Address — Bool 0<a<|h|
hla —1 if 0 <lh
read Heap x Address — Object [ } o< Cf < 1Al
defOby otherwise.
hla —1 if 0 <|h
write Heap x Address x Object — Heap [a o] if0< ? < IR,
otherwise.

Example. Consider the following set of CHCs C:
r(l)« T
rx4+1)«r(x)Ax >0
Ler(x)Anz<0

To compute the least model for C, we apply the immediate consequence
operator T¢ iteratively, starting from the empty interpretation o¥ = {r — 0}:

- ol = Te(o?) = {r 1))
- % = Telo) = {r = {12}

— ot =Te(o" Y ={r—{1,...,i}}

This sequence of interpretations forms a chain, and its least fixed-point {r —
NT} represents the least model of C. Any other model that satisfies C must
include the least model. For instance o = {r — N} is a model of C too, but it
is not the least one because Nt C N. O

4.4 The theory of heaps

The operations and sorts of the theory of heaps, along with their interpretations,
are provided in Table [I} The Heap sort is interpreted as a sequence of Objects,
and the Address sort is interpreted as the set of natural numbers. The Object sort
is for objects to be put on the heap, which often needs to be an ADT that refers
to the Address sort (as in the example in Section , meaning it must be part
of the heap theory declaration. The default object (defObj) returned on invalid
reads is also define when declaring the theory, and is a term of sort Object. For
a formal presentation of the theory, see [I4], and for a decision procedure based
on the semantics in Table |1} we refer to [13].
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5 Heap Invariants for CHCs

5.1 Overview

We now formally introduce the transformation that augments a set of CHCs with
heap invariants, based on the concept of space invariants [23]. We focus first on
the simplest possible encoding without any of the refinements discussed in [23].
Due to the CHC setting (as opposed to Java), there are some key differences:
(i) in our transformation, the original heap terms and operations are preserved,
whereas the space invariant encoding eliminates the heap completely; and (ii) we
use a single invariant symbol to describe the reachable states of all heap objects,
whereas in space invariants a separate symbol is used per program type. Point (ii)
stems from the fact that addresses in the theory of heaps are untyped, as the
theory of heaps allows terms with a single user-defined Object sort to be placed
on the heap. The type of an accessed object on the heap is therefore, in general,
unknown at encoding time.

We define our transformation in rule-notation, with each of the heap opera-
tions being handled by one rule. Rules have the shape

CHC before translation (10)
CHCs after transformation (11)

and state that CHC is replaced by the CHCs . The transformation runs
through a set of CHCs only once.

5.2 Assumptions

Our transformation relies on three assumptions about the clauses to be rewritten.
The assumptions can naturally be satisfied by CHCs that encode programs, and
could be lifted in the transformation, at the cost of a more involved presentation.

Assumption 1: Isolated heap operations. We only consider CHCs that
contain at most one heap operation from Fj, = {allocate, write, read, emptyHeap}:

H(Z0)  B1(Z1) A+ A Bp(Zn) AcAen (12)

Here ), ..., %, denotes tuples of variables, ¢ is a constraint not containing any
of Fy, and ¢, is either T or an equality of the form Z = f(g), where f € Fj, and
Z, y are tuples of variables. Any set of CHCs can be normalised to the above
form by splitting CHCs with multiple heap operations.

Assumption 2: Heap flowing from body. For a CHC as in , with ¢y,
being of the form z = f(§) for some f € F},, we require that any heap variable h
occurring in ¢ also occurs in Z1,...,Z,. This means that a heap to be updated
has to come from the body of the CHC, while the updated heap may flow both
to the clause body or to the clause head. We disallow CHCs such as H(h) +
B(W,a,o0),write(h,a,0) = h’ with flow from the head to the body.
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Assumption 3: No heap out of thin air. For a CHC as in , we require
that every heap variable h occurring in Z also occurs in Z1, ..., T, or in the left-
hand side of the equality c¢;. This prevents uninitialized heap variables, which
could have arbitrary content, from being passed to the head of a clause, and
ensures that every object read from a heap has to be written to the heap in
some other clause.

5.3 Transformation of heap updates

The theory of heaps has three update operations: emptyHeap, allocate and write.
For the latter two operations, our transformation adds assertions that the heap
invariant holds for the new object put on the heap. No transformation is neces-
sary for emptyHeap, as the empty heap does not contain any objects.

emptyHeap The transformation rule for emptyHeap is given in — ([14). This
rule preserves the original clause and does not add any new clauses.

head + body A h = emptyHeap() (13)
head < body A h = emptyHeap() (14)

allocate The transformation rule for allocate is given in (15 — (17). This rule
preserves the original clause. Since an allocate operation always returns a valid
heap—address pair, a valid predicate is not needed in (17 for memory safety.

head <+ body A (h1,a) = allocate(hg, 0) (15)
head < body A (h1,a) = allocate(hg, 0) (16)
I(a,0) < body A (h1,a) = allocate(hg, 0) (17)

write The transformation rule for write is given in - . The rule is applied
when hg € vars(body) A hy € vars(head). This rule also preserves the original
clause, but unlike allocate, a write might be to an invalid address, so in ( the
heap invariant is only asserted when the write is valid.

head < body A hy = write(hg, a, 0) (18)
head <+ body A hy = write(hg, a, 0) (19)
I(a,0) < body A valid(hg, a) (20)

5.4 Transformation of heap reads

The theory of heaps provides the operation read for reading. When the read
address is valid,the heap invariant I constrains objects read from that address
to only those that the invariant was asserted with (i.e., I appears at the head
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of the CHC) in and (20). When the read address is invalid, the read value
defaults to defObj as shown in , according to the semantics of read.

head < body A o = read(h, a) (21)
head < body A o = read(h, a) Avalid(h,a) A I(a,o0) (22)
head < body A o = read(h,a) A o = defObj A —valid(h, a) (23)

6 Correctness of the Heap Invariants Transformation ¥

Let C; be a set of CHCs, ¥ a transformation function over a set of CHCs and
Cy = T(C). We say that C; and C, are equisatisfiable if C; is satisfiable if and
only if Cs is satisfiable; in this case, ¥ is correct.

There is 01 s.t. 01 =g C; = there is 03 s.t. 02 =5 Ca. (24)
There is 09 s.t. 02 =3 Ca = there is 01 s.t. 01 =5 C;. (25)
Equation corresponds to the soundness of the transformation, and Equa-

tion corresponds to its completeness. We will first show completeness in
Theorem [I} and then soundness in Theorem [2]

6.1 Completeness of ¥
Theorem 1. If Cy is satisfiable, then Cy is satisfiable.

Proof. This direction of the proof is trivially established by interpreting I as
I ={(a,0) | a € Z(Address) No € Z(Object)}, i.e., the set of all (Address, Object)
pairs. A way to see this is to go through the transformation rules and rewrite all
atoms with the predicate I as T, which leads to C; = C,.

6.2 Soundness of T

We show soundness through transfinite induction over the least-model compu-
tation of Cy. First, we define an induction formula @ that always holds during
the least-model computation of C, under a fixed structure M.

We collect all pairs (r,7) where r is a predicate symbol in Co and i is the
index of an argument of sort Heap:

HP = {(r,i) | r € Rels(C3) A 6(r); = Heap}
Then the induction formula @ is defined as:

o=\ Vi (r(z) - Va. (valid(z;,a) — I(a,read(z;, a))) (26)
(r,i)€EHP

which asserts that the heap invariant I tracks all objects that can be read from
all valid heap — address pairs.
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Lemma 1. ¢/ = Téz(@) = o/ C Tg,(07).

Lemmal[]asserts that the immediate consequence operator is increasing when
the computation starts with the empty interpretation () (i.e., the interpretation
that maps all relation symbols to ).

Proof. 7 denotes the result of applying T¢, at step j (passing the result of
the previous iteration as argument each time), starting with 0 = (). We have
that @ C T¢,(0), and it follows from the monotonicity of T¢, that its continued
application will generate the ascending Kleene sequence ) C o C ... C o/.

Lemma 2. ¢ holds under the least model o,, of Cy (i.e., 0, =5 P).

Proof. We do a transfinite induction over the fixed-point computation o,, of Cs:
o, = pdt, (27)

Base case: 0 =3 ®. The base case vacuously holds, because 0¥ is the
interpretation that maps all relation symbols to (), so valg ,(r(Z)) = L for all r
and Z. This makes the left-hand side of the first implication in false, which
implies 0¥ =5 ©.

Inductive step: 07 |5 & = o/T! =5 &

Assume the induction hypothesis 07 =g @. An application of the immediate
consequence operator to o/ yields the next interpretation, i.e., 0/ t1 = T, (7).
Recall the immediate consequence operator Tg, (over Cs):

(r(@)«cANepy AByA...ABy) € Cy,
Te,(o)(r) = < valg »(Z) | B is a variable mapping s.t. (28)
valgs(cNey NABiyA...ABy) =T

The normal form of CHCs (which we assume for C; and which is preserved
by ¥) implies that there can be at most one heap term in a CHC that is produced
as the result of a heap operation. By the induction hypothesis, this reduces the
big conjunction in to the case of checking (r,7) where r is a relation symbol
with a heap argument, and ¢ is the index of the heap term that was produced as
a result of a heap operation. Furthermore, the only heap operations that produce
a new heap term are emptyHeap, allocate and write, so we only need to consider
the rules over these operations and the unbound heap terms rule. Other (r,1)
pairs satisfy @ due to the induction hypothesis.

The proof is done in cases for rules involving aforementioned heap operations.
In each case we show that Tg,(07) g5 ©.

Since C, is the result of applying ¥ to a set of clauses C; in normal form, a
clause 7(Z) <~ cAcpy AB1 A...A By, must be in one of the following forms (where
cp, is either T or an allowed heap formula in the normal form):

1. ¢y 2 h = emptyHeap() due to (14).
By the axioms of the theory of heaps, h = emptyHeap() — Va. —wvalid(h, a).
Due to the contradiction in the left-hand side of the second implication
valid(Z;, a), this case shows /7! =5 &.
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2. cp = (hy,ay1) = allocate(hg,0) and r(z) # I(a,0) due to
By the induction hypotheses, we know that Va. valid(hg, ) — I(a, read(hg, a)
holds. We also know, by the axioms of the theory of heaps, that after the
allocation valid(h1,a;) A read(h1,a1) = o holds. Due to ([17), I(a1,0) +
cAcpAB1A. . .ABy, is also in Ca. Due to TIt,, this implies that valg »((a1,0)) €
07+1(I) with o = read(h1, a1). By Lemmal[1] this shows oIt =g @

3. cn, = hy = write(hg, a,0) and 7(z) # I(a,0) due to
The formula Va'. valid(hg,a’) — I(a,read(hg,a’) holds by the induction
hypotheses. We also know, by the axioms of the theory of heaps, that
(valid(hg,a) — o = read(hy,a)) A (—valid(hg,a) — ho = hy). We consider
both sides of this conjunction in cases. (i) Assume that —wvalid(hg, a) holds.
Since hg = hq, by the induction hypotheses 07! =5 & holds. (i) Assume
that valid(hg,a) holds. We have o = read(hy,a). Due to (20), I(a,0) +
write(hg, a, 0)Avalid(hg, a) is also in Cs. Due to Tt,, this implies that val@ +((a,0)) €
oI 1(I) with o = read(ho, a). By Lemmall] this shows 0% =5 &

CHCs in other forms do not generate or modify a heap term, and o/ *! =5 &
directly holds by the induction hypothesis and Lemmal [T}

Limit case: Vj <\ ol Eg® = o’ 5 ®

Assume the induction hypothesis holds for all j < A.

By the definition of the limit ordinal and the fixed-point computation in ,

A is the limit of the sequence (07);<y, i.e., o* =Ujcr0’

For each predicate r € R, consider a tuple of arguments Z that include some
Heap argument h. By the definition of o, if 7(Z) € 0, then there exists a j < A
such that r(Z) € o/. Since the induction hypothe51s holds for all j < A\, we have
07 =5 ®. Therefore, for each address a, if valld(h a) holds, then by (| ., we have
I(a,read(h,a)) € o7. Hence, I(a, read(h a)) € o*, as o is the union of all o7 for
J<A

This shows o =3 @ for the limit case, concluding the proof of Lemma

Theorem 2. If Cy is satisfiable, then Cy is satisfiable.

Proof. Since all rules except the rule for heap reads preserve the original CHCs
from C;, satisfiability of those clauses remains the same in their least models,
o1 for C; and oy for Cy. As a result, we only need to show that the theorem
holds in CHCs with heap reads.

Consider the case where C; has a clause where the heap read rule given in
- is applicable. In the least models of C; and Cs, we consider the two
cases where valid(h, a) and —valid(h,a) hold. (i) Assume —‘V3|Id h,a). The body
of ) has a contradiction, which makes it true. Since ., this case is
proved (ii) Next, assume valld(h a). The body of (23) has a contradlctlon which
makes it true. By Lemma [2| we have that oy =3 @ (where @ is the induction
formula for Cy). In @ , we assume 7 is a relation symbol of one of the body
literals of that has h as an argument, and that z; = h. By Lemma |2| and
since o = read(h, a), we have that I(a,0) holds. As a result, we have = (21).

Showing that the CHCs with heap reads in both C; and C; are equivalent
in both cases concludes the proof of Theorem 2]
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We have proved and by Theorems andrespectively, which concludes
that the transformation ¥ is correct (i.e., C and T(C) are equisatisfiable).

7 Extensions

Flow sensitivity. The heap invariant introduced by the transformation we
presented is flow insensitive: it cannot distinguish between different updates to
the same address. The space invariants presented in [23] are also flow insensitive,
but the authors describe how it can be made flow sensitive through an extension.
The same approach can be adapted to our transformation at the level of CHCs
to make the heap invariant flow sensitive.

We first assign a unique tag to every CHC that contains allocate or write.
Then, we redefine the Object sort to a tagged Object, which is a pair containing
the original object and its tag. This has the effect of storing the tag of every
update site in the object, and consequently in the heap and the heap invariant.
In every CHC that contains a read, we introduce a constraint ¢, specific to that
read, such that the tag of the read object can only come from certain updates.
As in [23], this extension requires an external oracle to determine ¢.

Adding more arguments to the heap invariant. In some cases the heap
invariant is insufficient to express the relations between heap updates and reads.
For example, in Figure [1| at line 9, assume that the written value is changed
from “3” to “x > 0 7 y : z” where x, y and z are program variables. A useful /
cannot be expressed without referring to these variables, but more arguments can
always be introduced to I without affecting the correctness of the transformation.

8 Conclusion

We have developed a sound and complete transformation of CHCs that gen-
eralises the concept of space invariants to the CHC level using the theory of
heaps. By lifting the transformation from Java programs to CHCs, our approach
becomes language-independent and can be implemented directly within CHC
solvers. We provided formal proofs of correctness for both soundness and com-
pleteness, without assuming the absence of uninitialised memory accesses.

The heap invariants transformation facilitates the inference of universally
quantified heap invariants, and provides a formally verified foundation for fu-
ture extensions, such as making heap invariants flow-sensitive. The original heap
constraints within the CHCs are preserved, which allows combining the heap in-
variants transformation with other approaches such as shape analysis and tree
automata to allow verification of more complex heap-manipulating programs.
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