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Abstract. We present a theory of Cartesian arrays, which are multi-dimensional
arrays with support for the projection of arrays to sub-arrays, as well as for updating
sub-arrays. The resulting logic is an extension of Combinatorial Array Logic
(CAL) and is motivated by the analysis of quantum circuits: using projection, we
can succinctly encode the semantics of quantum gates as quantifier-free formulas
and verify the end-to-end correctness of quantum circuits. Since the logic is
expressive enough to represent quantum circuits succinctly, it necessarily has a
high complexity; as we show, it suffices to encode the k-color problem of a graph
under a succinct circuit representation, an NEXPTIME-complete problem. We
present an NEXPTIME decision procedure for the logic and report on preliminary
experiments with the analysis of quantum circuits using this decision procedure.

1 Introduction

There has been extensive research on logics to reason about array data-types in programs.
Arrays can concisely represent the values of an unbounded number of memory locations,
and have been successfully applied to verify industrial-scale programs [11i29/15]. An
array formula encoding the semantics of a program path is typically linear in the number
of program statements. Much of the existing work focuses on one-dimensional arrays
and uses nesting to handle the case of multiple dimensions.
This paper studies a logic called Cartesian Array Logic

(CaAL), in which multi-dimensional arrays are treated as |00000) ~ 69%

first-class citizens. The motivation for designing this logic |00001) 1%
comes from developing a tailor-made theory for reasoning .
about quantum circuits or programs, which need a funda- 111111) 1%

mentally different representation of states than classical pro-
grams. Quantum states exist in a superposition of classical
states. Figure[T] gives an example of a 5-qubit quantum state,
which can be interpreted as a probability distribution over 2° classical states; every
classical state, which can be seen as a string of n bits, is associated with a probability
of being observed.

Current SMT-based solutions for reasoning about quantum programs [3|] encode
program paths to a Satisfiability Modulo Theories (SMT) formula over the theory of
real numbers. For a n-qubit quantum program, the direct encoding uses 2" variables

Fig. 1: A quantum state.
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to represent the execution of a quantum circuit, one variable per classical state. The
formula representing a quantum circuit is exponential in the circuit size.

In the Cartesian Array Logic designed in this paper, one can instead encode an n-
qubit quantum state as an array s : (B” = C) that maps each classical state to a complex
number c encoding the probability of this classical state being observed. The squared
absolute value |c|? is the probability that the complex number ¢ encodes. Quantum gates,
the basic operating units of a guantum circuit, can be viewed as functions that transform
one quantum state to another. We show that CaAL can concisely encode the semantics of
quantum gates, so that a path formula becomes linear in the circuit size. The semantics
of a quantum circuit is the composition of the gate encodings.

Structure of the Paper. The syntax and formal semantics of the CaAL logic will be
given in Section |2| In the same section, we show that this logic is quite expressive, it
can easily encode the satisfiability problem of a quantified Boolean formula (QBF). We
show that deciding the logic is, in fact, NEXPTIME-hard by a polynomial reduction
from the k-color problem of a succinct circuit representation of graphs [23]. As an
application, in Section 3] we show that the logic can concisely encode the semantics of
quantum circuits, using B" as the index type and C as the value type. In Section 4] we
present a decision procedure for CaAL, extending the classical approach of read-over-
write propagation used for arrays. In the worst case, our procedure might perform an
exponential number of such propagations; hence, if the underlying logic can be decided
in NP, our logic can be decided in NEXPTIME. The preliminary experimental results
of applying this decision for quantum circuit verification can be found in Section 5]

Contributions of the paper are (i) a new array logic, CaAL, with native support for multi-
dimensional arrays; (ii) the proof the satisfiability problem of CaAL is NEXPTIME-hard;
(iii) a linear encoding of the semantics of quantum circuits in CaAL; (iv) an NEXPTIME
decision procedure for CaAL without nested array sorts; and (v) a preliminary evaluation
of our approach using standard quantum circuits.

Related Work on Verification of Quantum Circuits. Although quantum states can be
naturally represented as arrays, the connection between array theories and quantum
circuit verification is novel, to the best of our knowledge. In the past, people have con-
sidered automated quantum circuit verification based on automata [7]], various types
of equivalence checking [119/19133]], abstract interpretation [34.24], and model check-
ing [13k21132]. However, techniques based on satisfiability modulo theories (SMT) are
still lacking. The closest work to ours is a symbolic execution and verification frame-
work of quantum circuits [3]. The work encodes quantum circuit verification problems
into SMT with the theory of real numbers, using variables in trigonometric functions,
e.g., sin x, which might lose precision in corner cases. As mentioned, their approach
requires 2" variables to encode a n-qubit circuit in the worst case. As far as we know,
our work is the first SMT-based approach that allows a precise and succinct encoding
and verification of quantum circuits.

Related Work on Array Theories. There is a large body of research on array decision
procedures for SMT, going back to the 1980s, and most SMT solvers implement at least
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the theory of extensional arrays (with operations read and write/store) in our paper,
as standardized in SMT-LIB [2]. Stump et al. [29] presented a decision procedure for
this theory and formed the basis for many later procedures. An extension of the theory,
called Combinatorial Array Logic (CAL), with functions for constant arrays and for
the point-wise extension of functions was presented by De Moura et al. [11]. CAL
served as the main inspiration for our work and is in this paper extended further by
adding projections and updates of sub-arrays. An extension of CAL with cardinality
constraints was presented by Raya et al. [25]]. Christ et al. [8] present an algorithm for
the theory of arrays where lemmas are created lazily based on weak equivalences; this
method was later extended to handle constant arrays [20].

There are also many more generalized decision procedures for arrays. For instance,
Ganesh et al. [16] focus on the combined theory of arrays and bit-vectors and present a
decision procedure based on pre-processing, bit-blasting, and linear arithmetic solving.
Brummayer et al. present a decision procedure for the same theory that introduces
lemmas lazily, guided by congruence closure [6]. An extended array theory tailored
to software, including operations memset and memcpy, was presented by Falke et
al. [12]. More recently, several theories of finite arrays were proposed. Bonacina et
al. [5] extend the standard theory of arrays with an abstract notion of length, and present
a decision procedure based on the CDSAT framework. Wang et al. [31]] consider a logic
extending CAL with a length function, as well as operations for concatenation, slicing,
and repetition of arrays, and identify a decidable fragment. Sheng et al. [27] propose a
theory of sequences that combines the standard array operations with a length function,
concatenation, and slicing. All those logics cannot directly encode quantum circuits in
a similar style as CaAL, however, since no projection operation is available.

2 A Theory of Cartesian Arrays

2.1 Preliminaries

We work in the setting of multi-sorted first-order logic with equality; see, e.g., [18]. A
signature is a tuple & = (X9, X XF) consisting of a set X° of sorts, a set X of
function symbols, and a set X of predicates. Predicates and functions have fixed arity
and argument sorts, and functions have a fixed result sort. Given a signature X' and a
set X of sorted variables, we define the usual notions of X'-terms, X -atoms, X -literals,
XY -formulas, and >-sentences. Formulas are evaluated over X-structures M = (D, I)
that interpret every sort 0 € X° as a non-empty domain I () C D, predicates p € X
as relations I(p), and functions f € X" as set-theoretical functions I(f). We slightly
abuse notation; we assume that also variables € X are mapped to values I(x) by M.
The evaluation of terms, formulas, etc., is defined as is common; the equality symbol =
is assumed to be interpreted as the equality relation on D. A theory T over X is a
set of Y-sentences. A Y'-formula ¢ is called T-satisfiable if there is a X-structure M
satisfying both the T-axioms and ¢.

2.2 Definition of the Theory of Cartesian Arrays

Cartesian arrays are introduced in the context of a base signature X'z and a base X'p-
theory T's, which provides the index and value sorts for arrays. The signature Yc,ar =
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Table 1: Operations included in X, ,; for each sort (¢" = 7).

Iy i@ =T) X 0" =T Reading of array values.

store : (6" = T) X 0" X T = (6" = T) Updating of array values.

K:7— (c"=1) Construction of constant arrays.

map;: (0" = 11) X - X (0" = 7%) = (6" = 7) Point-wise extension of base
function f : 74 X -+ X T — T.

proj, : (6" = 1) x 0 — (6" T =1) Forn >1landk € {1,...,n},
projection to n — 1 of the indexes.

arrayStore, : (6" = T)x o x (6" ' =7) = (6" =71) Forn> landk € {1,...,n},

update of a sub-array.

(Z&ars ZE AL, DE L) of CaAL is then defined as follows. The set of sorts is the least
set X3 . such that (i) X5 C X2 ,,, and (ii) 0,7 € X8, and n € N.¢ imply
(6™ = 7) € X& .- A sort (6™ = 7) is an array sort of arity n with index sort o and
value sort 7.

The set XF ,; includes Y%, as well as the operations listed in Table || for every
array sort (6™ = 7). The operators -[-, ..., | and store are the functions for reading
from and writing to arrays, as in the standard theory of arrays. K and map ; correspond
to the functions introduced in CAL [[L1]]; in particular, any base function f € 2}‘; is
lifted to an operator on arrays using map ;. The operators proj and arrayStore are
specific to our theory CaAL, and can be used to project an n-dimensional array to an
(n — 1)-dimensional sub-array by fixing the value of the k’th index, and to update the
corresponding portion of the original array, respectively. The set XL ,; coincides with
YF. Semantics is defined by the axiom schemata in Table

Example 1. We illustrate the use of two-dimension arrays s, s’ : (B2 = C) to encode
two-qubit quantum states. Suppose that s represents the state %OOO) + |11)), and
s’ = Xo(s) is the quantum state after applying an X gate (the quantum version of a
“not”-gate) on the 2nd qubit of s. The matrix representations of s and s’ are as follows;

note that the results of o = 0 and £ = 1 are swapped in s and s'.

z1=0 x1=1 z1=0 wx=1

1 1
o (5 0 ;== (05
5 \o ) 7 N O
r2= \/5 F2= \/5

The projection proj,(s,k) maps the matrix s to its k’th column vector, specif-
ically the column with z; = k. In CaAL, we can construct s’ from s as s’ =
arrayStore, (arrayStore, (K (0), 1, proj,(s,0)), 0, proj,(s,1)). To compute the sum
of the two matrices, we use map_, (s, s'), which is also utilized for other quantum gate
operations.

Several extensions of the theory of Cartesian arrays are possible but beyond the scope
of this paper. Those include (i) arrays with multiple different index sorts, as opposed to
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Table 2: Axioms of the Theory of Cartesian Arrays. As shorthand notation, we write

i : o™ for a vector of n index variables i1 : 0, ..., %p : O.

Va:(a”$7)7§:zf",x:7. "
store(a,i,x)[i] =z

Va:EJ"_:>T),z:0"15:0_",17:7._ @
1 =7V store(a,i,z)[j] = alj]

Va,b: (" = 7). 3 3)
a=>bVali] #bli]

Ve:T,i:0 @
K(z)[i]=2

Vay : (6" = Tl),...,CLk—Z (o™ = Tf),%iO’n. i 5)
mapf(al,...,ak)[i] = f(ax[7],...,ak[2])

Va: (o™ =T1),i:0".
proj (@, i) [i1, -« oy k1, ikt1, .- -, in] = ali] ©

Va: (o™ =T1),b: (6™ ! > = 7)1 o
arrayStore, (a, i, b)[i] = b[z1,.. S lk—1y Tht1y - -y 0n)

Ya: (6" =7),b: (6"t =>171)i:0% 0. ®
j =k V arrayStore, (a,j,b)[i] = a[]

just n copies of the same index sort o; and (ii) a theory that also includes point-wise
extensions of predicates.

2.3 Complexity of Satisfiability in CaAL

We now study the hardness of satisfiability of quantifier-free CaAL formulas. The quan-
tified Boolean formula problem (QBF) generalizes the Boolean satisfiability problem
by allowing existential and universal quantifiers to be applied to variables. Its satisfi-
ability problem is PSPACE-complete [28]]. Without loss of generality, we can assume
that QBF formulas are in prenex normal form Qx1.Q2xs. - - - Qpxy ., which consists
of a Boolean formula ¢ over n Boolean variables 1, ..., x,, and a prefix of quanti-
fiers Q1,Q2,...,Qn € {V, 3}

To reduce the satisfiability problem of QBF to CaAL, we assume that the base theory
provides a sort B with the standard operations. This sort will be used for both index
and values. An array toCaAL(¢) : (B"™ = B) encoding the semantics of ¢ is defined
recursively as follows:

- toCaAL(zy) = arrayStore,(K(0),1, K(1)).
- toCaAL(—¢) = map_ (toCaAL(g)).
— toCaAL(¢1 A ¢2) = map »(toCaAL(¢1), toCaAL(¢2)).
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Observe that arrayStore, (K (0),1, K(1))[é1, ..k, ---,%n] = i, and note that the
size of toCaAL(¢) is linear in the size of ¢. We can construct a CaAL formula that is
equisatisfiable with Q1. - - - Q,x,,.¢ as follows:

QElim(Q1z1. -+ - Qnan.0) =

(@1[0] ©1 @1 [1]) A /\ gi—1 = mapg, (proj; (i, 0), proj;(gi, 1)) A gn = toCaAL(o)
i=2
where ®; = A when Q; = V, and ®; = V otherwise. Note that the QBF formula
Q121. - Qnry.¢ is valid if and only if the CaAL formula QElim(Q121. - - Qntp.d)
is satisfiable.

Theorem 1. The satisfiability problem of CaAL over B is PSPACE-hard.

This lower bound can be improved, however. The k-colorability problem for graphs
with succinct circuit representation is NEXPTIME-complete [23]. This problem can be
reduced to the satisfiability problem of CaAL in polynomial time as well.

Consider an undirected graph with 2" nodes, and let ¢(Z, 2’) be a Boolean circuit
encoding the edge relation of the graph: ¢(Z, /) evaluates to true whenever there is an
edge () — (') in the graph. The k-colorability of the graph can be characterized as
the following formula, where ¢ : (B™ — N) is an array representing the color of each
node:

VZ, 2’ B ¢(Z, 1) — c[x] # cla'| Acfz] < kAcfr] < k.

In a similar way as for QBF, we encode ¢ as an array formula ¢’ of linear size, in
which ay : (B™ x B" = B) is an array variable representing the edge relation. We then
create two intermediate arrays a, b : (B™ x B"™ = N) and use the following formula in
CaAL to encode the relation Vz, 2/ : B". a[7, z'] = c[z] A bZ, 2] = c[2/]:

EqColor(a,b,c) =

n

a=a, Nc=ag A /\ projjtn(a;,0) = projjin(a;,1) = aj_1 A
j=1

b = bn ANc = bo A /\ p’I”Ojj(bj, 0) = p’f‘Ojj(bj, 1) = bj—l
j=1
Then we encode the k-color problem with the following CaAL formula:
¢’ A EqColor(a, b, ¢) A map ;(ag,a,b) = K(1)
where f(e, coll, col2) = e — (coll # col2 A coll < kA col2 <k).
Theorem 2. The satisfiability problem of CaAL is NEXPTIME-hard.

3 Array Semantics of Quantum Circuits

As an application, we show that CaAL can encode the semantics of quantum circuits.
Below, we only give a short overview of quantum circuits and define notations; for more
details, see, e.g., the textbook of Nielsen and Chuang [22].
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In a n-qubit quantum, a state is a superposition of computational basis states
{l7) | 7 € {0,1}"}. For example, for a system with three qubits x1, z2, and z3,
the computational basis state |101) (in Dirac notation) denotes a state in which both 1
and x3 are set to 1, and z9 is set to 0. A n-qubit quantum state s is then denoted as
a formal sum Zje{o,l}” ¢j - g), where o, c1, ..., can_1 € C are complex probability
amplitudes satisfying the constraint that }_ ;. 1y» lcj|? = 1. Intuitively, |c;|? is the
probability that when we measure the quantum state s in the computational basis, we
obtain the basis state |j). The constraint } ;o 1y» ¢j|? = 1 states that probabilities
need to sum up to 1 for all computational basis states.

We can record a quantum state as an array that maps a computational basis state to
its complex probability amplitudes. The state s is represented as an array s : (B" = C)
satisfying s[j] = ¢; for all j € {0,1}"; slightly abusing notation, we denote both the
state and the array by s.

3.1 Quantum Circuits

A quantum circuit consists of a sequence of quan-

tum gates. Each quantum gate defines a specific |z1) »—

transformation of quantum states. For example,

the Pauli-X gate (the quantum version of classi- |22) o—

cal “not” gate) on the k-th qubit transforms a state

s to s satisfying Vi € {0, 1}*~1,b € {0,1},j € Fig.2: The EPR circuit, consisting

{0,1}77% + s'[ibj] = s[ibj]. i.e., it negates the o un f anda CX gate with control

k-th index bit. qubit () and target qubit (D).
Another example is the Pauli-Z gate on the k-

th qubit, which transforms a state s to s satisfying

Vi€ {0,1}*1 b € {0,1},5 € {0,1}"7F : §'[ibj] = ite(b, —1 - s[ibj], s[ibj]). Here,

probability amplitudes are multiplied with —1 when b is 1, and are unchanged otherwise.
A H gate, or Hadamard gate, on the k-th qubit transforms a state s to s’ satisfying

Vi € {0,1}¢71 b€ {0,1},5 € {0,1}"*:

s[i05] — s[ilg] s[i05] + s[i1]]
v2 o V2

Notice that the amplitude of a basis state of s’ is affected by the amplitude of two
basis states of s, enabling a more diverse superposition. The division with /2 is for
normalizing the probability sum.

A more advanced class of gates are multiple-qubit gates. The C'X gate (“controlled-
X”’) on the control qubit ¢ and target qubit ¢ applies an X gate to ¢ when c is 1, and
is identity otherwise. Formally, assuming ¢ < ¢, the gate transforms a state s to s’
satisfying Vi; € {0,1}¢71, b, € {0,1},i2 € {0,1} 771 b, € {0,1},i3 € {0,1}" " :

s'[ibj] = ite(b, ).

§'[i1beiobyiz] = ite(be, s[i1beiobyis), s[i1beiabyis]).

The Toffoli gate CC' X (“controlled-controlled-X gate”) has two control qubit ¢, d and
applies the X gate to the target qubit ¢t only when ¢ = d = 1.
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Table 3: Semantics of quantum gates in Cartesian array logic. We use s and s’ to denote
the quantum state before and after executing the circuit.

Gate Formula
Xk proj,(s’,0) = proj,(s,1) A
proj(s’, 1) = projy(s,0)
Y projy(s’,0) = map,_2yproj,(s,1) A
projy,(s', 1) = map, (.2, proj,(s,0)
Zy, proj.(s’,0) = proj, (s,0) A
proj,(s', 1) = map,_1)proj,(s,1)
Sk proj.(s’,0) = proj, (s,0) A
proj,(s',1) = Map (w2 proj(s, 1)
Ty, proj.(s’,0) = proj, (s,0) A
proj (s, 1) = map () proj(s, 1)
Hy, p’l"Ojk(S/, 0) = map(_Jr.)/\/E(pTOjk(Sv 0)7 p’/’Ojk(S, 1)) A
projk(slv 1) = map<‘_')/\/§(projk(s, 0)7pr0jk(3v 1))
Rm(%)k prOjk(slv O) = map(4+(—w2)*.)/ﬁ(projk(sv 0)7 p’f‘Ojk(S, 1)) A
proj(s',1) = Map (—w2)«.+.) v3(Proj(s,0), proj, (s, 1))
Ry(3)k proj,(s',0) = map _ /. 5(proji(s,0), proj,(s,1)) A
proj,(s’,1) = map ;,3(proj,(s,0), proj, (s, 1))
CXept proj.(s’,0) = proj.(s,0) A
projt(projc slv 1)7 0) = projt(projc(S, 1)7 1)/\
proj,(proj. s, 1),1) = proj,(proj.(s,1),0)
CZecy proj (s',0) = proj .(s,0) A
proj,(proj.(s’,1),0) = proj,(proj.(s, 1), 0)
proj,(proj.(s',1),1) = map,_y,proj,(proj.(s,1),1)
CCXcap proj .(s',0) = proj (s,

d ’
proj, (proj4(proj .(s',1),1),0) = proj,(proj 4(proj (s, 1),
( 1),1),1)=p

1
proj(proja(proj.(s',1),1), 1) = proj,(proja(proj.(s, 1), 1),

We have introduced enough quantum gates to define the EPR circuit (Fig.[2), named
after Einstein, Podolsky, and Rosen for constructing the Bell state, i.e., a 2-qubit circuit
converting a basis state |00) to a maximally entangled state %(\00) + |11)). Starting
from a state s (represented s that maps 00 to 1 and others to 0, the circuit first applies
H on the first qubit 21 (denoted H; in this paper) to produce the quantum state s’ with

§'[00] = §'[10] = % and s'[11] = §’[01] = 0. Then a C' X7 5 converts it further to s”

with s”[00] = s'[11] = % and s”[01] = s”[10] = 0. Notice that C X7 2 converts |10)
to |11), i.e., when x4 is 1, it negates x5.

Note on complexity. Simulation of a quantum circuit is bounded-error quantum polyno-
mial time (BQP) hard, a complexity class that is incomparable with NP, as it can compute
exactly the probability amplitudes of a quantum state after executing a circuit. We will
show that the Cartesian array logic can encode the semantics of quantum circuits, so
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one can also use the logic for quantum circuit simulation. Hence, exponential time is the
best deterministic algorithm we can hope for when solving CaAL formulas.

3.2 Interpretation of Quantum Gates

We show the encoding of quantum gates in CaAL in Table 3] Notice that this gate set
includes several universal gates (e.g., H, C X, and T [10Q]) that can approximate any
quantum gate to an arbitrary precision requirement. Arbitrary degree rotation can also
be supported using the theory of reals as the base theory. This paper presents a precise
encoding that only requires a theory of integers. In the figure, we use s and s’ to denote the
quantum states (encoded as arrays) before and after executing a quantum gate. To encode
s" = X(s), negating the k-th qubit, we use proj,(s’,0) = proj,(s,1) Aproj,(s',1) =
proj;(s,0): index k = 0 in s’ equals the case of k = 1 in s. The handling of Z, S, and
T gates is similar, using the map function to multlply the array values with dlﬁerent
constants. Note that here we use w to represent e 7 = cos T T+ising = 1 f’
the unit vector that is at an angle of 45° to the positive real axis in the complex plane.
Later we will show that this representation allows a precise algebraic representation of
complex numbers using a five-tuple of integers. Observe that w* = —1. The Y gate
combines the two constructions; it negates the k-th index qubit and multiplies each
projection with different constant coefficients. For the H, Rz (%), and Ry(7) gates, we
use a binary map function to update the amplitudes. For the controlled gates, we use
the projection function to classify the cases according to the control bits and apply the
X or Z gate only when all controlled bits are 1.

Example 2. We use CaAL to verify the correctness of the EPR circuit Fig.[2} the circuit
transforms the state |00) to —= (\00) |11)). For this, the initial state of the circuit is
encoded as an array expressron the H and C'X gates are encoded according to Table
and the intended final state of the circuit is represented as a negated equation:

8o = store(K(0),(0,0),1)

projy(s1,0) = map ), 5(proji(so,0), projy(so, 1)) } 5 = Hy(s0)

(s1,0) =
pm]l(sl,l)—map( )/\/5(]97"0]1( 0,0), proj;(so, 1))
proj(s2,0) = proj(s1,0)
projs(projy(s2,1),0) = projy(projy(s1,1),1) }
p?”O]z(pT0j1(827 )’ 1) = pron(projl(sl, 1>70)
1 1
=) 070 y T =
\/5) (0,0) \/ﬁ)

The formula is unsatisfiable if and only if the EPR circuit correctly performs the trans-
formation.

S9 = CXLQ(Sl)

> > > > >

N 8o # store(store(K(0),(1,1),

Representation of complex numbers. To achieve accuracy with no loss of precision,
in this paper, when working with C, we use a subset of the complex numbers that the
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Table 4: Tableau proof rules of the decision procedure for CaAL.

a = store(b,i,v) a=K() w = a'[1] a~a
X ———————— Kl
v = alf] v=w
a = store(b,i,v) w = a'[j] a~a
store | — =
i=7 | w=0[j]
a = store(b,i,v) w = b'[j] b~V
store {} — =
=7 | w=dj
a =maps(bi,...,bm) w = a'[i] a~a
map | _ -
w = f(bi[i],...,bm[d])
a=mapys(bi,...,bm) w = b'[1] b’ ~ by for some k € {1,...,m}
map = = = = =
afi] = f(bald], ..., be—1[i], w, bet1[i], - .., bm[i])
. a=projx(b,j) w = a'[1] a~a
proj | . — .
W=Dbll1,. .. i1, Jy ks in-1]
) a = projk(b, j) w = b'[i] b~ b
proj ff ——— — — .
VET ‘ W= afi1,42, ., k=1, ht1y---,in]
a = arrayStore, (b, 7, c) w = a'[1] a~a
arrayStore || —— , — — =
J=ik Aw=clit,...,ik-1,0k+1,-- .| ‘ J # ik Aw = b[i]
a = arrayStore,, (b, j, c) w = b'[1] b~Y
arrayStore 1 - =
J =ik ‘ w = ali]
arrayStore {12 a= armyStore',c(&j7 c) ' w =c [ﬂ c~c
W=afi1, .. Th—1,],bky---stn-1]
oxt a:(c"=rT) b:(c" =) freshld i1y, 0k 0
X — = = - —— ——
a="b ‘ i : o™ ali] # bli] R R A N AT
a: (o™ =1) i:o" v = ali] w = b[j] a~b
read = readCong —— —
Fv: 1. v = alf] i ‘ t=jAv=w
following algebraic encoding can express (cf. [35030/7]):
(L>k(a+baJ+cw2 + dw?), )
V2

where a, b, ¢, d, k € 7Z. A complex number is then represented by a five-tuple (a, b, ¢, d, k).
Although the considered set of numbers is only a small subset of C, it is closed under
the operations needed to encode quantum gates, and it can arbitrarily closely approxi-
mate any complex number. For this, note that (a, 0, c, 0, k) represents — (a + cw?) =

\/ik
ﬁ + \/%k , and pick suitable a, ¢, and k. The representation is also sufficient to describe
a set of quantum gates that can implement universal quantum computation (Table [3).
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4 A Decision Procedure for Cartesian Arrays

We now present a decision procedure for quantifier-free CaAL. Our calculus is an
extension of the calculus for CAL [11] with rules for the proj and arrayStore operations.
For the sake of presentation, we use the setting of analytic tableaux [14]], although the
same proof rules can be used also in a model-constructing calculus [11]].

As a simplifying assumption, in this section we furthermore require that the index
sorts o of an array sort (c™ = ) represent infinite domains. This assumption can be
lifted in the same way as for CAL [11], but the details are orthogonal to the task of
supporting the new array operations.

4.1 Preliminaries

A tableau [14]] is a finite tree growing downwards, in which each node is labelled with
a formula, the root is labelled with the formula to be refuted, and the children of each
node are derived from the formulas on the branch leading to the node using one of the
available proof rules. We assume a tableau calculus equipped with a set of standard
rules [14]: (i) a- and S-rules for eliminating Boolean connectives A, V; (ii) d-rules for
eliminating existential quantifiers 3; (iii) rules for reasoning about positive and negative
equalities * = y between variables, which include rules for closing proof branches;
(iv) rules implementing a decision procedure for the base theory T'5.

Our calculus operates on flat formulas, which are formulas in which functions f
only occur in equations y = f(Z) in positive positions, i.e., underneath an even number
of negations, with y, Z being variables. Every formula can be converted to a flat formula
by introducing a linear number of new variables.

We define proof rules using the following notation:

P1 ®2 o)
1 ‘ ‘ U

The rule is applicable if the premises ¢1, . . ., ¢ occur on a proof branch, and has the
effect of expanding the tableau: the proof branch is split into m new branches, to which
the formulas /1, . . ., 1,,, respectively, are appended.

In the premises of a rule, we frequently include assumptions = ~ y that require
that the equality x = y follows from positive equalities between variables on the proof
branch. We also use premises x : o, stating that x is a variable of sort ¢ occurring on
the proof branch.

rule

4.2 Proof Rules

The rules of our calculus are shown in Table 4] The rules idx, K |}, store |}, store 1},
map |}, map } coincide with the rules used for CAL [11], and define the semantics of
the operators K, store, and map. Extensionality is implemented by the rule ext, which
can be applied for any two array variables a, b of the same type occurring on a branch.
The semantics of proj and arrayStore is defined, in a similar way as for store, by
upward and downward propagation of array reads. Since arrayStore, (b, j, ¢) combines
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two arrays b, c into a single new array, downward propagation has to route reads either
to b or to c. Upward propagation from c is always possible, while reads on b can only be
propagated if they are not overwritten by c.

For sake of presentation, we write the conclusion in the rules map |}, map ), and ext
in non-flat form, and assume that the transformation to a flat formula happens implicitly
by adding existentially quantified variables representing the sub-terms.

Congruence reasoning is necessary only for array reads, and implemented using the
rule readCongq. For simplicity, in our formulation the rule splits over the cases ¢ # j and
i = 4, and effectively searches for an arrangement of the index variables satisfying a
formula. An actual implementation could rely on equality propagation being performed
by a theory combination procedure.

As one of the more tricky points, the completeness of the calculus sometimes
requires new array reads to be generated. This aspect is covered by the rules ex and
€d in CAL [[11], which are rules that can, however, not directly be used in our setting
of multi-dimensional arrays. To obtain completeness, our calculus sometimes has to
construct reads by combining different index variables occurring on a branch, and
sometimes invent index values that are distinct from all indexes occurring in a formula.
The introduction of corresponding new reads is handled by the rules freshldx and read.

Example 3. Consider arrays a, b : (Z? = Z.), and the formulas

proji(a,i) = K(42) A projy(a, j) = K(43) (10)
a = K(42) N b = store(a, (i,1),43) A proj,(b,i) = K(43) (11)

Both formulas are unsatisfiable, but cannot be refuted using the rules discussed so far.
In (T0), no reads af- - - ] exist, so that no propagations can be performed by any of the
rules. It is necessary to identify the constraints on the value a[i, ] as contradictory. The
rule read can be used to introduce a new formula Jv. v = ali, j] on a proof branch, after
which the rules proj {t and K can be applied.

To show that (TI)) is unsatisfiable, we need to consider a point (i,5) with j # i
and derive that a[i, j] = b[¢,j] = 42, and contradicting proj,(b,i) = K(43). The
introduction of a fresh index value j (different from ¢) is handled by the rule freshldx,
which relies on the index sort o representing an infinite domain. Once the existence of
anindex j # i has been asserted, the rule read can be used to introduce an equation v =
ali, ], and the contraction be derived.

4.3 Correctness and Complexity

Theorem 3. The presented tableau calculus is sound and complete for flat quantifier-
free CaAL formulas: there is a closed tableau for a formula ¢ if and only if ¢ is
unsatisfiable.

Proof. Soundness: As usual, we identify each proof branch with the conjunction of its
formulas and a tableau with the disjunction of its proof branches. It can be shown that
the tableau before expansion using a proof rule is equi-satisfiable to the tableau before
the expansion, modulo the array axioms in Table E}
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Completeness: We make the simplifying assumption that ¢ only contains arrays with
(infinite) index sort o and value sort 7, and in particular that array sorts are not nested.
Completeness for the general case follows by recursively applying model construction.

Consider then the systematic construction of a tableau for a formula ¢ by exhaus-
tively applying proof rules under the following restrictions: (i) regularity, i.e., rules
are only applied if they lead to new formulas being added to each generated branch;
(ii) rule freshldx can only be applied once on a branch, only after ext has been applied
to all pairs a, b of array variables on the branch, and choosing i1, . . ., ix as the set of all
variables of sort o on the branch.

Observe that this systematic application of rules terminates: the calculus never
introduces new array variables so that only finitely many applications of ext are possible.
Note that ext and freshldx are the only rules introducing new index variables. Since
freshldx is applied at most once on a branch, the set of index variables is bounded, and
there is only a bounded number of array reads v = ali].

Assume now that a tableau for ¢ cannot be closed, i.e., has at least one branch B that
cannot be closed, although all possible rule applications have been performed. We extract
amodel of ¢ from B. Suppose that M1 = (D, IT) is a model that interprets the non-
array-variables (including index variables), satisfying all literals on B that do not contain
array variables, and denote the equivalence class of an array variable ¢ on B by [a] = {b |
a ~ b}. Extending I, we construct an interpretation I with I ((¢” = 7)) = Ip(o)" —
I (7) being a function space, and the theory functions -[-], store, K, map s proj and
arrayStore having their expected meaning. I is constructed in such a way that all array
literals on B are satisfied; the satisfaction of compound formulas on B, and in particular
of ¢, then follows like in the standard Hintikka construction [14].

The interpretation I (a) of an array variable a : (6™ = 7) is derived from the array
reads on [a] occurring on B. The main difficulty is to consistently interpret the (infinitely
many) elements of the array that are not mentioned explicitly on B. For this, denote the
index variable introduced by the unique freshldx application on B by ¢, and observe that
its value I (¢) is distinct from the value of all other index variables. We will use values
read from I (e)-locations as default values for the arrays. Let

R, = {({Ir(i1),...,Ir(in)}, IT(v)) | v = b[¢] occurs on B and a ~ b}

be the set of array reads for a : (6™ = 7). The relation R, describes a non-empty,
consistent (but partial) valuation of the array elements, due to the exhaustive application
of rules read and readCong.

The gaps in R, will be filled with default values introduced by e. For this, we define
a precedence ordering < C I (o)* x Ir(o)* over index vectors; intuitively, ¢ < d if ¢
and d agree in all components, unless dj, = I7(€), which is interpreted as don’t-care:

(c1yvyek) 2 A{dy, ... dp)if k=mandVi € {1,...,k}: ¢; =d; Vd; = Ir(e)
The value of array variable I(a) € I((¢™ = 7)) is then:

@)= { @) (d,x) € Ry, where ¢ < d
A B and for all (d',2') € R, : if¢ < d' thend < d’
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To see that I(a) is functionally consistent, note that whenever (d, z) and (d’, x’) exist
in R, such that ¢ < d and ¢ < d’, then there is also some (d”,z") € R, such that
¢ = d" < d,d . This is because the rule read has been applied exhaustively.

It remains to be shown that I satisfies all array literals. By construction, equa-
tions a = b will be satisfied. To see that equations v = a[i] hold, note that I(a) 2 R,.
Equations a # b are satisfied due to the exhaustive application of ext: there has to be
some vector 7 of index variables such that a[i] # b[i].

All other array literals are positive equations of the form « = f(7), and hold because
exhaustive propagation of read atoms was performed. As an example, consider an equa-
tion a = proj, (b, 7);ithasto be shownthat I(a) = {({c1,...,Ck—1,Cht1,s---,Cn), T) |
(¢,xz) € I(b),cr, = Ir(j)}. Observe that R, = {({c1,.--,Cho1,Chit1s---+Cn),T) |
(¢,x) € Rp,c, = Ir(j)} due to the rules proj | and proj . Consider then a
point (¢,z) € I(a), defined by (d,x) € R,, and the corresponding index vectors & =
<Cl7 . ,Ckfl,IT(j), Chy--oy Cn,1> and d' = gdl, N ,dk,th(j), dk7 N ,dn,1> in
Ry, and show that (&', z) € I(b) is defined by (d’, z) € Ry. O

The proof of the theorem highlights the restrictions necessary to obtain a decision
procedure for CaAL: all rules should be applied under the condition of regularity, and
the rule freshldx has to be restricted to at most one application per branch, and only after
applications of ext have been performed.

To evaluate runtime, like in the proof of Theorem [3| we make the assumption that
there are no nested array sorts, i.e., index and value sorts are themselves not arrays. To
avoid degenerate cases when evaluating runtime, we assume that a formula ¢ cannot be
smaller than the maximum arity of occurring array variables. We then get:

Lemma 1. The satisfiability problem of quantifier-free CaAL formulas ¢ without nested
array sorts is in NEXPTIME, assuming that the satisfiability problem of the base theory
is in NP.

Proof. This follows from the proof of Theorem [3] On every branch, the rule ext can
be applied at most quadratically often, and the number of index variables occurring
on a branch is polynomial in the size of the input formula ¢. The number of distinct
read atoms v = ali] that can be introduced on a branch, and therefore the number of
rule applications altogether is then polynomially bounded by the number of variables
in ¢, and exponentially bounded in the maximum arity of array variables in ¢. After
exhaustive application of the rules in Table[d] solving an at most exponential number of

base theory formulas (with at most exponential size) on a branch is in NEXPTIME. 0O

4.4 Optimizations

The calculus and decision procedure are primarily designed with simplicity in mind,
rather than focusing on practical efficiency. Although the procedure’s complexity may
not be reduced below NEXPTIME, incorporating various optimizations can yield signif-
icant practical improvements. Two obvious improvements to be considered are: (i) The
detection of linear array variables, which are essentially variables that are assigned to
at most once in array literals [[L1]. It is enough to perform upward propagation (rules 1)
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Table 5: Experimental results. We list the circuit name, the number of qubits and gates
in the circuit, the verification result, and the execution time.

circuit qubits gates result time circuit qubits gates result time
H? 1 2 OK 3.1s H?(bug) 1 2 bug 3.0s
BV 1 3 OK 3.2s BV (bug) 1 3 bug 3.3s
BV 2 5 OK 64s BV 5 13 OK 1m59.0s
BV 3 8§ OK 16.8s BV 6 15 OK 9ml3s
BV 4 10 OK 432s BV 7 18 OK 50m54s
Groversingle-Comp 2 17 OK 5.2s Groversinge-Comp 4 85 OK 51.7s
Groverail-comp 2 17 OK 6.8s Groverai.comp 4 8 OK 3m53s
Groversingle-Tter 1 9 OK 3.2s Groveraj.iter 1 9 OK 3.8s
Groversingle-Tter 2 15 OK 4.9s Groverai.ier 2 15 OK 14.2s
Groversingle-Tier 3 21 OK 8.4s Groverai.ier 3 21 OK 37.9s
Groversingle-Tier 4 27 OK 17.1s Groverai.ier 4 27 OK 4mS5ls
Groversingle-lter 5 33 OK 46.9s Grovera.ier 5 33 OK 57m2s

only for non-linear variables. (ii) The restriction of the number of reads introduced us-
ing the rule read. In practice, only a few of the generated equations are actually needed to
ensure completeness. Instead of generating all possible reads eagerly, a procedure could
focus on the other rules first, and only introduce additional reads when it is detected
that default values are missing for some sub-arrays. We believe that other refinements
presented in [[11] can be carried over to our decision procedure as well.

5 Preliminary Experimental Result

We have implemented the decision procedure proposed for CaAL, the encoding of
quantum gates using array operations, and of complex numbers as five-tuples of integers
in the SMT solver Princess [26]. The implementation is still a proof of concept and
largely unoptimized, so that the results reported in this section should be considered
preliminary. We evaluate the performance of CaAL based on a set of benchmarks for
quantum circuit verification. All experiments were conducted on a server with an AMD
EPYC 7742 64-core processor (1.5 GHz), 1,152 GiB of RAM, and a 1 TB SSD running
Ubuntu 20.04.5 LTS but were run with only one core for the sake of fairness. Files to
reproduce the experiment can be found in https://zenodo.org/record/7970588.
The experimental results are shown in Table [5] Specifically, we tested four different
verification problems with different circuit sizes.

— H2: Two consecutive H gates equal to identity.

— BV: The (complex) amplitudes of the output quantum state from a Bernstein-
Vazirani’s [4] circuit have no imaginary parts.

— Groverxxx-comp: The Grover’s [17] circuit has a probability of 90% to find the
correct answer.

— Groverxxx.er: Each Grover iteration [17] increases the possibility of finding the
correct answer.
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For Grover’s algorithm, XXX=Single means we check the correctness of the circuit
against a specific oracle, and XXX=All means we check against all possible oracles. We
manually injected two bugs (by altering one gate) into two examples to demonstrate bug-
catching capability. With a timeout of 60min, our implementation can analyze circuits
with at most 7 qubits and at most 85 gates, which are still relatively small circuits.
Analyzing the results, we discovered that, in particular, the H gates used to create a
superposition state at the beginning of a circuit are challenging for the array decision
procedure, as they lead to an exponential number of array reads being created.

6 Conclusions

We have presented CaAL, an expressive logic of extensional arrays, with operations
for reading and storing values, creating constant arrays, a point-wise extension of func-
tions on array values to arrays, projection of arrays, and updating array slices. We
have established that checking the satisfiability of quantifier-free CaAL formulas is
NEXPTIME-complete, for a base theory in NP and non-nested arrays. The root cause
for the complexity of CaAL (as opposed to the NP complexity of CAL and the standard
theory of arrays) is that formulas can be constructed in which a cell in one array has de-
pendencies to an exponential number of cells in another array. In our decision procedure,
such situations lead to an exponential number of reads generated during propagation.
High degrees of dependency are typical, however, for quantum circuits.

We believe that CaAL is a suitable framework for reasoning about quantum circuits.
Due to the expressiveness of the logic, the encoding of quantum gates becomes re-
markably succinct and elegant (Table[3), and easily understandable both for researchers
in quantum circuit verification and people in automated reasoning. While theoretically
optimal, we consider the decision procedure proposed for CaAL only as a first step:
the high complexity of CaAL implies that brute-force approaches like saturation are
unlikely to scale to interesting instances. As future work, we therefore plan to explore
the use of abstraction methods and of more succinct array representations in the deci-
sion procedure, thus making it possible to exploit the highly structured nature of typical
quantum circuits in the solving process. We also plan to investigate whether interesting
fragments of CaAL with lower complexity can be identified.
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